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BACKGROUND
Generative Adversarial Networks (GAN) con-
sists of generative and discriminative model, G
and D.

The generative model generates samples that are
hard for the discriminator D to distinguish from
real data.

The discriminative model tries to avoid getting
fooled by the generative model G.

Trained by playing a minmax game as follows:

min
θG

max
θD
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G
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log
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1−D(G(z))

)]]
. (1)

where θG and θD are the parameters of discrimi-
nator and generator, respectively.

INTRODUCTION
• A problem with generative adversarial

models is that there is not a clear way to
evaluate them quantitatively.

In the past,

– [2] evaluated GANs by looking at the
single nearest-neighbour data from the
generated samples.

– [1] evaluated based on human inspec-
tions. In that case, the discriminator
can be viewed as a human, while the
generator is a trained GAN.

– [6] evaluated based on classification
performance.

We propose generative adversarial metric
which compares two GANs by having them
engage in a “battle” against each other.
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Figure 1: The top left scene mask is the ground truth of the IP6
dataset, and the next six images are the predicted scene masks using
various types of SSNNs trained with 30 labeled examples.
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Figure 2: The top left scene mask is the ground truth of PaviaU, and
the next six images are the predicted scene masks using various types
of SSNNs trained with 30 labeled examples.

EXPERIMENTS

We considered model two types of model GAN
and GRAN. GRAN is generative adversarial neu-
ral network with the recurrent connections on
generator of the model.

The performance of GAN models based on GAM
metric is presented in the below Table. Note that
GRAN1 is refered to as GAN.

The performance of GAN models versus non
GRAN based on GAM metric is presented in the
below Table.

Battler Error
GAN[2] vs. DVAE[4] 0.058

GRAN3[5] vs. DVAE[4] 0.01
GAN[2] vs. DRAW[3] 0.347

GRAN3[5] vs. DRAW[3] 0.106

Data set Battler Test Ratio Sample Ratio Winner

MNIST GAN vs. GRAN3 0.79 1.75 GRAN3
GAN vs. GRAN5 0.95 1.19 GRAN5

CIFAR10
GAN vs. GRAN3 1.28 1.001 GRAN3
GAN vs. GRAN5 1.29 1.011 GRAN5

GRAN3 vs. GRAN5 1.00 2.289 GRAN5

LSUN
GAN VS. GRAN3 0.95 13.68 GRAN3
GAN vs. GRAN5 0.99 13.97 GRAN5

GRAN3 vs. GRAN5 0.99 2.38 GRAN5
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METHOD
IDEA: Since every generative adversarial models consists of a discriminator and a generator in pairs,
we can exchange the pairs and have them play the generative adversarial game against each other.

Consider two generative adversarial models, M1

and M2. Each model consists of a generator and a
discriminator,

M1 = {(G1, D1)} and M2 = {(G2, D2)}. (2)

In the training stage, both models are being
trained to prepare them for the battle with one
another. In the test phase, model M1 plays against
model M2 by having G1 try to fool D2 and vice-
versa.

M1 M2

M1 D1(G1(z)) , D1(xtrain) D1(G1(z)) , D1(xtest)
M2 D2(G2(z)) , D2(xtest) D2(G2(z)) , D2(xtrain)

We look at the following ratios between the dis-
criminative scores of the two models:

rtest =
ε
(
D1(xtest)

)
ε
(
D2(xtest)

) and (3)

rsamples =
ε
(
D1(G2(z))

)
ε
(
D2(G1(z))

) , (4)

where ε(·) outputs the classification error rate.
These ratios allow us to compare the model per-
formance.

In order to address this issue, our proposed evalu-
ation metric qualifies the sample ratio to be judged
by the test ratio as follows: winner =

M1 if rsample < 1 and rtest ' 1

M2 if rsample > 1 and rtest ' 1

Not Applicable otherwise
(5)

Our proposed evaluation metric qualifies the sam-
ple ratio using the test ratio by defining the win-
ning model in Equation 13. For more details,
please refer to our paper.

GAM is able to compare other models by observ-
ing the error rate of GAN’s discriminators based
on the samples of other generative model.


