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BACKGROUND
The SSNN loss function consists of two terms: an
error term (labeled information), and a regular-
izer term (unlabeled information):
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where V is the hinge loss function, W is the edge
values from the NG and f is a neural network.
Two regularizer term are considered and they are
analogous to the LapSVM[3] and TSVM [2]:
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INTRODUCTION
• The challenges of scene classification based

on remote sensing images are:
i) The relative scarsity of labeled data for
training and evaluation
ii) Tremendous noise in the data

• Our objective is to enhance scene classifica-
tion based on semi-supervised neural net-
works (SSNN) [1] by improving the neigh-
bourhoood graph (NG).

• SSNN requires an explicitly constructed
NG. It is based on the smoothness assump-
tion that examples that are similar in input
space should also be similar in label space.

• NG is constructed based on a k nearest
neighbour criterion. A limitation with this
approach is that Euclidean distance may not
be an ideal measure of semantic similarity.

EXPERIMENTS

# Labeled Examples 5 10 15 30
TSSNN 29.9 ± 16.13 25.9 ± 7.21 23.8 ± 3.14 21.2 ± 1.92
LapSSNN 27.3 ± 6.46 24.0 ± 1.08 23.4 ± 1.58 21.6 ± 1.79
TSSNN+NGL 30.7 ± 11.33 26.7 ± 2.73 25.0 ± 2.38 21.5 ± 2.86
LapSSNN+NGL 29.4 ± 12.62 26.8 ± 3.65 25.9 ± 7.41 20.1 ± 4.52
TSSNN+MNGL 31.0 ± 10.11 27.4 ± 2.59 25.2 ± 2.45 21.0 ± 2.06
LapSSNN+MNGL 30.1 ± 18.26 23.7 ± 1.78 22.6 ± 4.49 18.9 ±1.62

Table 1: IP6 test set - classification error rates (%).

# Labeled Examples 5 10 15 30
TSSNN 26.8 ± 2.79 24.7 ± 2.09 23.7 ± 5.24 21.6 ± 1.46
LapSSNN 27.3 ± 2.82 25.9 ± 1.35 25.1 ± 4.07 24.2 ± 1.28
TSSNN+NGL 27.5 ± 3.84 24.7 ± 1.23 23.0 ± 3.08 20.8 ± 2.38
LapSSNN+NGL 23.2 ± 1.45 22.2 ± 1.84 20.5 ± 2.48 19.7 ± 0.87
TSSNN+MNGL 23.6 ± 4.65 22.2 ± 3.15 21.3 ± 6.62 21.3 ± 1.02
LapSSNN+MNGL 26.4 ± 5.01 25.1 ± 1.38 23.7 ± 3.33 21.0 ± 4.15

Table 2: PaviaU test set - classification error rates (%).

Figure 1: The top left scene mask is the ground truth of the IP6
dataset, and the next six images are the predicted scene masks using
various types of SSNNs trained with 30 labeled examples.

Figure 2: The top left scene mask is the ground truth of PaviaU, and
the next six images are the predicted scene masks using various types
of SSNNs trained with 30 labeled examples.

FUTURE RESEARCH
• Experimenting with a single rather than two-stage architecture for jointly learning the NG and the

HSI classifier
• Investigating unsupervised representation learning for building the NG
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METHOD
IDEA: using only labeled examples, we train a classifier on pairs of pixels and predict whether they are
from the same class or not. The real-valued classifier confidence is used to form the weights in the NG.
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Figure 3: Classical net for neighborhood graph learning
(NGL).

• The first architecture consists of two rep-
resentation pathways joined by a common
hidden layer.

• The first two sets of weights are tied between
pathways.

Outputs

Input 1 Input 2

Hiddens
W

(O)

W
(F)

W
(X)

W
(X)

Figure 4: Multiplicative net for neighborhood graph
learning (MNGL).

• The second architecture is based on a third-
order model which permits multiplicative
interactions between representation path-
ways.

• The third order model learns relationships
between transformed pixel intensities.


